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Abstract:  Multiplier is one of the most essential and fundamental components in many multimedia and Digital Signal Processing 

(DSP) Systems. They play very important role since they can greatly influence the performance and the power dissipation of the 

system. Thus, for better performance of such systems, efficient realization of multiplier is very crucial. Many DSP applications 

employ fixed-point arithmetic where n bit signals are multiplied by n bit coefficients. To avoid infinite growth in the word size, 

2n bit products obtained must be quantized to n bits. Also many multimedia systems maintain a fixed format and tolerate some 

loss in the accuracy where precision may be compromised for achieving improvisation in performance parameters, viz. speed, 

area and power dissipation. In this paper is design complex multiplier with the help of radix-4 booth multiplier and carry select 

adder (CSLA) with BEC adder. The 64-bit complex multiplier is simulating Xilinx software and calculates simulation parameter 

i.e. number look up table, number of flip flop used and maximum combinational path delay.  
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I. INTRODUCTION 

Multipliers are either sequential or combinational logic circuits. High speed parallel multipliers are employed in many 

applications which are completely combinational circuits. All the sources of power consumption discussed above, namely, 

switching power, short circuit power and leakage power do exist in parallel multipliers. As multipliers occupy larger chip area 

with higher transistor density, they tend to have more leakage power dissipation [1]. Of the three process steps of the 

multiplication process, i.e. generation of the partial products, accumulation of the partial products and final carry propagate 

addition, the partial products accumulation is an intensive task and it decides the overall delay, area and power consumption of 

the parallel multipliers. Increased device density results in high switching transition activities in a smaller chip area leading to 

more power dissipation concentration. With increasingly more portable systems and technology scaling, exponentially increasing 

chip device counts make the power management more difficult. Reduction of supply voltage anticipating quadratic reduction of 

power does not viably result in proportional reduction of threshold voltage of the device [2, 3]. This factor leads to leakage 

current components increasing in loops and bounds. Hence, multipliers are one of the main contributors of power dissipation and 

area in DSP systems. More importantly, multipliers are usually placed in the critical path of such systems. 

Multiplication is one of the most common operations in many digital signal processing (DSP) applications, such as the Fast 

Fourier transform (FFT) and digital filtering, wavelet transforms etc. To avoid the bit-width growth, the multiplier outputs need to 

be truncated or rounded to a certain width. For n-bit inputs, conventional fixed-width multipliers perform the overall partial 

product summation before rounding or truncating the results to n-bit. In such post truncated multipliers, since all the adder cells 

are used to compute the 2n bit product, they produce more accurate outputs. However, this kind of multiplier incurs area overhead 

and high power dissipation [4]. Thus, to overcome the above mentioned issues in post truncated multipliers, direct-truncated 

multipliers can be employed. In direct-truncation multipliers, half of the least significant partial products are simply eliminated by 

removing the adder cells which compute the least significant n bits of the 2n bit outputs. Area and power dissipation can be 

approximately reduced by 50% since half of the adder cells are removed. Since 50% of the adder cells are removed, it reduces 

critical path delay owing to reduced delay. However, huge truncation errors will be introduced. In order to realize a low-

complexity and low-truncation error fixed-width multiplier, a compensation bias is estimated from the truncated part and is is 

added to the retained adder cells i.e., the adder cells which add the most significant bits of the partial products [5]. 

 

II. BOOTH MULTIPLIER 

For achieving high performance, MBE is popularly used in many parallel multipliers, to reduce the number of partial products 

factor of 2 by performing multiplier recoding. High accuracy and speed are achieved through Fixed-width Booth multipliers. High 

speed and high accuracy are achieved as a result of reduced number of partial products owing to Booth encoding. Since the 

truncated partial products are reduced, the accuracy obtained is also high in comparison with that of array multipliers. This section 

discusses the various techniques adopted to obtain the compensation bias in the design of fixed-width Booth multipliers. Two L-

bit Inputs, X (multiplicand) and Y (multiplier), are represented in two’s complement as given by 
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Booth multiplier has been widely used for high performance signed multiplication. In Booth multipliers, multiplier is encoded 

which reduces the number of partial products. Since the number of partial products are reduced, area and power dissipation are 

also reduced [6, 7].  

A multiplier employing radix-4 encoding algorithm also known as modified Booth multiplier is very efficient due to the ease of 

partial product generation, where as radix-8 Booth multiplier is slow due to the complexity of generating the odd multiples of the 

multiplicand. In order to address this issue, an approximate radix-8 Booth multipliers for low power and high performance. An 

approximate two bit adder is designed which incurs small area, reduced power and exhibits short critical path delay. This 2-bit 

adder has been employed for adding least significant section for generating the triple multiplicand which avoids carry 

propagation. A hybrid radix-4/radix-8 architecture targeted for high bit multipliers has been proposed. It is a method to trade-off 

speed and power dissipation in the two’s complement signed multiplication. Hybrid architecture uses a combination of modified 

Booth radix-4 and radix-8 encoding.  

The hybrid radix4/radix-8 architecture mitigates the delay penalty associated with the generation of odd multiples of the 

multiplicand (3 times the multiplicand) for radix-8 by using additional parallelism of radix-4 encoding/radix-8 and hence 

combines the speed advantage of radix-4 multiplier with the reduced power dissipation of the radix-8 multiplier. A hybrid 

architecture proposed in uses separate radix-4 and radix-8 Booth encoders and they were operated regardless of the input pattern 

which results in power and area overhead. Though power consumption was reduced in comparison with radix-4 architecture, it 

incurred critical path delay. Due to this factor, its energy efficiency was not improved over conventional radix-4 or radix-8 

architecture. This issue has been resolved where the hybrid architecture is operated in radix-8 mode in 56% of the time of the 

input cases for low power and reverts to radix-4 mode in 44% of slower input cases for high speed. A mode detection circuit has 

been devised which determines the mode signal from the input operand and determines the radix mode before multiplication and 

adaptively operates the Booth encoder and the wallace tree. 

 

III. COMPLEX MULTIPLIER 

Suppose two numbers are complex then 

ir jAAA   

 

ir jBBB   

The product of A and B then 

BAP   

 

)( riiriirr BABAjBABAP   

 

iirrr BABAP   

 

riiri BABAP   

 

Where Pr and Pi is speaks to the genuine and nonexistent piece of the yield of the mind boggling multiplier. Ar and Ai is speaks to 

the genuine and fanciful piece of the principal contribution of the unpredictable multiplier. Br and Bi is speaks to the genuine and 

nonexistent piece of the second contribution of the unpredictable multiplier. 

Complex multiplier for four Vedic multipliers is shown in figure 2. In this block diagram reduce four Vedic multipliers to three 

Vedic multipliers is shown in below: 

 

)()( iriirriirrr AABBBABABAP   

 

)()( ririrrriiri AABBBABABAP   
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Figure 1: Block Diagram of Complex Multiplier for four Vedic Multiplier 

 

 

 
 

Figure 2: Block Diagram of Complex Multiplier for three Vedic Multiplier 

 

IV. PROPSOED METHODOLOGY  

To further decrease the number of partial products, algorithms with higher radix value are used. In radix-4 algorithm grouping of 

multiplier bits is done in such a way that each group consists of 3 bits as mentioned in table 1. Similarly the next pair is the 

overlapping of the first pair in which MSB of the first pair will be the LSB of the second pair and other two bits. Number of 

groups formed is dependent on number of multiplier bits. By applying this algorithm, the number of partial product rows to be 

accumulated is reduced from n in radix-2 algorithm to n/2 in radix-4 algorithm. The grouping of multiplier bits for 8-bit of 

multiplication is shown in figure 3. 

 

 
Figure 3: Grouping of multiplier bits in Radix-4 Booth algorithm 

 

For 8-bit multiplier the number groups formed is four using radix-4 booth algorithm. Compared to radix-2 booth algorithm the 

number of partial products obtained in radix-4 booth algorithm is half because for 8-bit multiplier radix-2 algorithm produces 

eight partial products. The truth table and the respective operation is depicted in table 1. Similarly when radix-8 booth algorithm 

is applied to multiplier of 8-bits each group will consists of four bits and the number of groups formed is 3. For 8x8 

multiplications, radix-4 uses four stages to compute the final product and radix-8 booth algorithm uses three stages to compute the 
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product. In this thesis, radix-4 booth algorithm is used for 8x8 multiplication because number components used in radix-4 

encoding style. 

 
Table 1: Truth Table for Radix-4 Booth algorithm 

 
 

 

CSLA WITH BEC 

The Binary to excess one Converter (BEC) replaces the ripple carry adder with Cin=1, in order to reduce the area and power 

consumption of the regular CSLA. The modified16-bit CSLA using BEC is shown in Figure 2. The structure is again divided into 

five groups with different bit size RCA and BEC. The group 2 of the modified 16-bit CSLA is shown Figure 4.  

 

 
Figure 4: Block Diagram of Regular 16-bit SQRT CSLA using RCA with BEC 

 

 Binary to Excess-1 Converter (BEC) 
Booth encoding is a techniques to reduce the number of partial products in n-bit encoder. Booth encoder change the binary to 

excess-1 converter is used to reduce the area and power consumption in CSA. Figure 5 shows the basic structure of 3-b BEC. The 

Boolean expressions of the 3-b BEC is as 

 

X0 = ~ B0 

 

 
 

 

 

 

 

 

 

 

Figure 5: 3-bit Binary to Excess-1 Converter (BER) 
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X1 = B0^B1 

 

X2 = B2^ (B0 & B1 &B2) 

 

V. SIMULATION RESULTS  

To carry out extensive literature survey on fixed-width multipliers to explore various existing techniques and the design options 

available. Analyze the performance parameters of the fixed-width multipliers measured in terms of error metric which includes 

maximum absolute error, average error and mean-square errors. The performance metric also include the conventional parameters 

such as area, power and speed. To carry out intensive mathematical analysis of the fixed-width multipliers to arrive at the solution 

and derive the compensation bias systematically from theoretical computation instead of time consuming exhaustive simulation 

methods.  

 

 
Figure 6: View Technology of Radix-4 Complex 64-bit Multiplier using CSLA with BEC 

 

 
Figure 7: Resistor Transfer Level of Radix-4 Complex 64-bit Multiplier using CSLA with BEC 

Table 2: Function Table of 3-bit Booth Encoder 
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Figure 8: Device Utilization Summary of Radix-4 Complex 64-bit Multiplier using CSLA with BEC 

 

VI. CONCLUSION 

Booth multiplication algorithm or Booth algorithm was named after the inventor Andrew Donald Booth. It can be defined as an 

algorithm or method of multiplying binary numbers in two’s complement notation. It is a simple method to multiply binary 

numbers in which multiplication is performed with repeated addition operations by following the booth algorithm. Again this 

booth algorithm for multiplication operation is further modified and hence, named as modified booth algorithm. The main 

objective of this research paper is to design architecture for radix-4 complex multiplier based on radix-4 booth multiplier by 

rectifying the problems in the existing method and to improve the speed by using the carry select adder (CSLA) with binary 

excess-1 converter (BEC). The radix-4 booth is normally used for higher bit length applications and ordinary multiplier is good 

for lower order bits. These two methods are combined to produce the high speed multiplier for higher bit length applications. The 

problem of existing architecture is reduced by removing bits from the remainders. The proposed algorithm is implementation 

Xilinx software with Vertex-7 device family. 
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